
TCP versus TFRC over wired and wirelessInternet senarios: an experimental evaluation⋆Lua De Cio, Saverio Masololdeio�poliba.it, masolo�poliba.itDEE Politenio di Bari,Via Orabona 4, 70125 Bari, ItalyAbstrat. TCP NewReno is the standard transport protool originallydesigned to transport bulk data over the Internet. During the years ithas been very suessful to provide Internet stability due to its onges-tion ontrol sheme. However TCP is not very suitable for multimediastreaming appliations, that are time sensitive, beause of its retransmis-sion and multipliative derease mehanisms. The alternative to TCP isthe User Datagram Protool (UDP) whih works as a simple paket mul-tiplexer/demultiplexer and does not implement any ongestion ontrolsheme or retransmission mehanism. However, it has been pointed outthat appliations that don't use ongestion ontrol shemes are danger-ous for the stability of the Internet [1℄. The TCP Friendly Rate Control(TFRC) is urrently been disussed within the IETF as a possible leadingstandard for streaming multimedia �ows. This paper aims at investigat-ing the performanes of TCP and TFRC ongestion ontrol shemes inwired publi Internet and in mixed wired/wireless Internet using a om-merial UMTS ard. The experiments arried out have shown that TFRCexhibits smoother rate dynamis in all wired senarios, whereas in thease of UMTS senario its burstiness is omparable to that of TCP.1 IntrodutionNowadays Wireless Internet allows users to ahieve ubiquitous aess to theInternet. Moreover the new standards for broad band wireless networks suh asIEEE 802.16, 802.16a, 802.11a/g and the new 3G UMTS networks enable usersto aess rih audiovisual ontents.TCP NewReno is the standard transport protool originally designed totransport bulk data over the Internet, whih has been very suessful to provideInternet stability due to its ongestion ontrol sheme. TCP is not very suitableas a transport protool for multimedia streaming appliations beause of its re-transmission and multipliative derease features that are not useful with delaysensitive �ows. The alternative to TCP is the User Datagram Protool (UDP)whih works as a simple paket multiplexer/demultiplexer and does not imple-ment any ongestion ontrol sheme or retransmission mehanism. However it
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has been pointed out that appliations that don't use ongestion ontrol shemesto adapt their rate in order to avoid ongestion ollapse, are dangerous for thestability of the Internet [1℄. Many e�orts have been arried out to the purpose ofdesigning new end-to-end protools able to e�iently stream multimedia �owsover wired/wireless senarios and to assure network stability suh as TFRC [2℄and RAP [7℄. When a new protool is proposed it has to satisfy the followingrequirements: i) the rate of generated �ows should be smooth, i.e. rates shouldexhibit ontained osillations in order to keep the reeiver bu�er as small as pos-sible; ii) it has to be TCP friendly i.e. ompeting TCP �ows should gain similarlong term throughput; iii) it has to be fair i.e. �ows using the same ongestionontrol should gain the same long term throughput; iv) it has to be responsivei.e. �ows should quikly reat to network ondition hanges.The TCP Friendly Rate Control (TFRC) is urrently disussed within theIETF as a possible leading standard for streaming multimedia �ows [2℄.This paper aims at investigating the performanes of TCP and TFRC on-gestion ontrol shemes in wired publi Internet and in mixed wireless/wiredInternet using a ommerial UMTS ard.The paper is organized as follows. In setion 2 we will brie�y desribe TCPReno ongestion ontrol and TFRC basis. Setion 3 desribes the tools wedeveloped and used to ollet experimental analysis; moreover we desribe thetestbed used in our experiments. In setion 4 we report results obtained overboth wired Internet and using a ommerial UMTS ard provided by a teleomoperator. Setion 5 reports burstiness indies measures for eah senario wetested. In the �nal setion we report onlusions and open issues.2 TCP and TFRC ongestion ontrol basisThe version of the TCP (TCP NewReno) ongestion ontrol algorithm whihis urrently implemented in TCP/IP staks is largely based on [6℄ and on itsmodi�ations. TCP ongestion ontrol is made of two main di�erent phases: theprobing phase and the dereasing phase. In the probing phase the hannel isprobed by exponentially inreasing the ongestion window (slow start phase)until the slow start threshold ssthresh is hit. At this point the ongestionwindow wnd is linearly inreased (Additive Inrease or ongestion avoidanephase).The dereasing phase, also alledMultipliative Derease, is instead triggeredwhen a ongestion episode is experiened. TCP assumes that a ongestion takesplae when three dupliate aknowledgment pakets (3DUPAK) are reeivedby the sender or a timeout expires. When suh an event ours the ongestionwindow is halved in order to quikly reat to the ongestion episode.The pseudo ode of TCP aording to [3℄ is the following:1. On ACK reeption:� wnd is inreased aording to the Reno algorithm2. When 3 DUPACKs are reeived:



� ssthresh = max(FlightSize/2, 2);� wnd = ssthresh;3. When oarse timeout expires:� ssthresh = 1;� wnd = 1;One of the main drawbaks of lassi TCP ongestion ontrol is experienedwhen aessing lossy links suh as 802.11b/g and 2G/3G network. In fat TCPtriggers the Multipliative Derease even if the loss is due to interferene on thewireless hannel and not to ongestion.The TCP Friendly Rate Control (TFRC) is a rate based ongestion ontrolwhih aims at obtaining a smooth rate dynamis along with ensuring friendli-ness towards Reno TCP [5℄. To provide friendliness, a TFRC sender emulatesthe long term behavior of a Reno onnetion using the equation model of theReno throughput developed in [4℄. In this way, the TFRC sender omputes thetransmission rate as a funtion of the average loss rate, whih is sent by thereeiver to the sender as feedbak report.3 Experimental testbed and measurement toolsFigure 1 shows the wired and wireless senarios we tested. In both the wiredand wireless senarios TCP and TFRC senders were loated at University ofUppsala (Sweden), whereas the reeivers were loated in Bari (Italy) aessingthe wired Internet through a host loated at Politenio di Bari or the publiwireless Internet on UMTS from a ommerial teleom operator. The reversetra� �ows have been generated running TCP or TFRC senders at Politeniodi Bari and TCP or TFRC reeivers at Uppsala.In order to generate TCP �ows we used iperf whih has been modi�ed toinorporate libnetmeas (see below) and to automatially produe log �les. Asfor the TFRC �ows we used experimental ode at sender and reeiver side [12℄.We have no ontrol of other ompeting �ows on the network as we evaluatedprotools over the publi Internet so we an't isolate them from other �ows. Ineah senario we have measured goodputs, fairness indies and burstiness indieswe report in the following setions.When onduting and olleting live Internet experiments one of the mostdi�ult task is to log TCP variables suh as ongestion window, slow start thresh-old, round trip time and so on. Sine TCP is implemented in the kernel of theoperating system those variables are kept hidden to user spae appliation mak-ing their logging from the user spae an impossible task. In order to work aroundthis issue researhers have proposed several solutions: instrumenting the kernelode, developing TCP user spae implementation [9℄ and using paket sni�ersalong with tptrae appliation. Eah of these solutions are not well suited be-ause it is di�ult to validate instrumented implementations and it is even moredi�ult to verify a user spae TCP implementation. Using a paket sni�er is not



(a)
(b)Fig. 1. Experimental testbed for wired (a) and wired/wireless (b) senariossuitable as well beause sni�ed pakets don't ontain any information about theTCP internal state.In [8℄ authors desribe a new and less intrusive solution whih onsists of akernel path and a library (libweb100) whih exposes to the user spae variablesof eah TCP �ow. The interfae between the kernel-spae and the user-spae isthe virtual pro �lesystem where statistis about �ows are kept. Eah �ow isassoiated to a �le in /pro/web100/CID where CID is a number inrementedon the establishment of a new TCP �ow. In order to log a TCP �ow, it isneessary to know the CID and then it is possible to use one of the web100 tools(i.e. readvars) in a loop. This is a really di�ult task beause the CID is notknown and the user has to manually �nd the CID mathing the right onnetion.In order to log TCP �ows we developed a library whih is able to overomethe aforementioned issues [11℄. The library depends on libweb100, it is writtenin C language using glib and it is shipped with a very simple API (Applia-tion Program Interfae) in order to be easily integrated in existing appliations.The library is initialized using a funtion of the API whih starts an internalthread that will automatially log �ows mathing a string reating or using aspei�ed soket in a �le alled tp_<CID>_<timestamp>.txt where CID is theonnetion ID and timestamp is the UNIX timestamp of the �rst data logged.Moreover the API o�ers a way to selet the ongestion ontrol algorithm touse. The integration of the library in an existing appliation is really trivial: theappliation must all the initialization funtion on the ports (or on the soket)it wants to listen on and must link the library to the appliation (see librarydoumentation for further details).



4 Experimental results4.1 Experiments over wired InternetIn this setion we report results obtained testing TCP and TFRC in the fol-lowing senarios (see Figure 1 (a)): i) single TCP vs single TFRC �ow withoutreverse tra�; ii) Single TCP vs single TFRC �ow with reverse tra�; iii) SingleTCP vs single TFRC �ow with parallel UDP onnetion; iv) 3 TCP �ows vs 3TFRC �ows without reverse tra�.In all tests the reeiver is loated at Politenio di Bari, Italy and the senderis loated at University of Uppsala, Sweden. In eah of the onsidered senariowe will report goodputs, and instantaneous throughput of the most interest-ing experiments. In eah test we run onseutively TCP and TFRC �ows fortwo minutes in order not to have inonsistent results due to di�erent networkonditions.Single TCP vs Single TFRC �ow without reverse tra�. Figure 2 (a)shows goodput ahieved by TCP and TFRC �ows that were run at di�erenttimes and in di�erent days. It is worth notiing that in 10 out of the 12 testsTCP ahieves higher throughput with respet to TFRC. In some experiments(number 5 and number 10) the gap between TCP and TFRC is notieable.
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(b)Fig. 2. Goodputs of single TCP vs single TFRC �ow (a) without reverse tra� (b) inthe presene of reverse tra�Figures 3 (a) and (b) show instantaneous throughput of a TCP and a TFRConnetion. By omparing the two �gures we an onlude that TFRC �ows aresmoother than TCP �ows in this senario but TFRC ahieves a lower goodputthan TCP.Single TCP vs single TFRC �ow with reverse tra�. In this senariowe evaluate TCP and TFRC performanes in the presene of a TCP �ow in the
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(b)Fig. 3. Instantaneous throughputs of (a) TCP; (b) TFRCbakward path. Figure 2 (b) shows the TCP and TFRC ahieved throughputs.By omparing Figure 2 (a) and (b) we an see that the TCP goodput is sensitiveto the ongestion on the bakward path whereas TFRC is not due to the fatthat feedbak reports are muh less frequent than ACK pakets (one paketevery RTT). In the onsidered senario TCP �ows ahieve a higher throughputwith respet to TFRC in 6 tests over 12.
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(b)Fig. 4. Instantaneous throughputs of: (a) TCP; (b) TFRC (b)Figures 4 (a) and (b) show instantaneous throughputs for a TCP and a TFRConnetion. Also in this senario TFRC exhibit a smoother throughput dynamisrespet to TCP.Single TCP vs single TFRC �ow with parallel UDP onnetion. Inthis senario we report results obtained testing TCP and TFRC with one on-urrent UDP �ow generated by the Uppsala Host in order to fore a 20 Kbyte/s



bandwidth limitation at the reeiver. Figure 5 shows goodputs for the TCP andTFRC �ows: the TCP provides better link utilization.
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Fig. 5. Single TCP vs Single TFRC �ow with parallel UDP onnetionFigures 6 (a) and (b) depit the dynamis of TCP and TFRC instantaneousthroughputs respetively in the onsidered senario. Again, TFRC exhibit asmoother dynamis with respet to TCP.
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(b)Fig. 6. Instantaneous TCP (a) and TFRC (b) goodput
Three TCP �ows vs three TFRC �ows without reverse tra�. In thissenario we test intraprotool friendliness using the Jain Fairness index [13℄ whenthree TCP �ows or three TFRC �ows share the same link. Figures 7 (a) and (b)report the TCP and TFRC goodputs respetively.
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(b)Fig. 7. Goodput for: (a) 3 TCP �ows; (b) 3 TFRC �ows without reverse tra�Figures 8 (a) and (b) depit the behaviour of TCP and TFRC instanta-neous throughput of all �ows in the onsidered senario. Again, TFRC exhibita smoother dynamis with respet to TCP.
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(b)Fig. 8. Instantaneous TCP (a) and TFRC (b) goodputThe Jain Fairness index has been evaluated. Eah protool ahieves a JFindex near to 1, whih is the maximum possible value for the index.4.2 Experiments over the UMTS linkSingle onnetion without reverse tra�. In this setion we desribe resultsobtained when a single TCP or TFRC onnetion uses an UMTS downlink.Figure 9 (a) depits throughput as measured at the reeiver. It is worth notiingthat, nor TCP neither TFRC, reah the nominal downlink apaity of 384 Kbps.Figure 10 depits the TCP and TFRC reeived throughput during two onse-utive tests. Both protools show remarkable osillations in throughput. Moreover



it is worth notiing that the TFRC transient is long (approximately 20s) if om-pared to the TCP transient time. It seems that using TFRC for video streamingin UMTS senarios would require a longer bu�ering phase if ompared to TCPbehaviour. Moreover, by omparing Figure 3 (a) and Figure 10 (a) we an ob-serve di�erent behaviour of TCP in the wired and wireless senario respetively.In fat in the UMTS senario the TCP burstiness is learly mitigated and it isomparable to that of TFRC. We have obtained similar results by repeating theexperiments many times over di�erent days.
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(b)Fig. 10. Instantaneous throughput of (a) TCP and (b) TFRC without reverse tra�Single onnetion with reverse tra�. In this senario the TCP and TFRChave been tested in presene of homogeneous reverse tra� in order to evaluateif the protools are sensitive to ongestion on the bakward path. For what



onerns TCP, we run iperf in bidiretional mode on both the UMTS lients inBari and the wired host at Uppsala, whereas to test TFRC in this senario werun both the sender and reeiver on UMTS lient in Bari and on Uppsala lient.By omparing Figure 9 (b), whih shows goodputs in the present senario,and Figure 9 (a), we an notie that goodputs su�er a dramati drop when usingTCP or TFRC in presene of reverse tra�. This results are quite disappointing ifan UMTS onnetion has to be used in a peer to peer system when a bidiretionalommuniation is set up. Figure 11 reports instantaneous rates of a TCP anda TFRC �ow. Both TFRC and TCP provide a very low link utilization in thepresene of reverse tra� (around 25 Kbps on average).
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(b)Fig. 11. Instantaneous throughput of (a) TCP and (b) TFRC in the presene of reversetra�
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(b)Fig. 12. TCP and TFRC aessing the same link; (a) goodputs, (b) Jain Fairnessindex.
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(b)Fig. 13. TCP (a) and TFRC (b) instantaneous throughput when simultaneously a-essing the linkOne TFRC �ow and one TCP �ow sharing the downlink. Here weollet results obtained when one TCP and one TFRC �ow share the UMTSdownlink. Examining Figure 12 (a) we an notie that the throughput of eahonnetion is not a�eted from the other �ow and the downlink apaity isnot underutilized. In order to produe a quantitative measurement of the inter-protool fairness we evaluated the Jain Fairness Index. Figure 12 (b) showsfairness indies whih are near to the maximum value of 1 in most of the tests.Figure 13 shows instantaneous throughputs of a TCP �ow and a TFRC �owwhih simultaneously aess the UMTS link. It is worth notiing that even if thehannel utilization is quite good eah �ow exhibits pronouned osillations.5 Burstiness of reeived dataIn order to evaluate the smoothness of the data transfer rate we have evaluatedthe burstiness index of eah transfer. The burstiness index is de�ned as b = σ(r)
E[r]where σ(r) represents the standard deviation of the reeived rate r and E[r] isthe average value [14℄.Figure 14 shows that TFRC halves the burstiness index with respet to TCPin all wired senarios. However in the UMTS senario TCP and TFRC providesimilar burstiness indies, exept in the ase with reverse tra� where TCP isless bursty than TFRC.6 ConlusionsWe onduted several experiments testing TCP and TFRC behaviour both inwired and UMTS networks measuring goodputs and fairness indies. TFRC ex-hibits smoother rate dynamis in all wired senarios, whereas in the ase ofUMTS senario its burstiness is omparable to that of TCP. Moreover exper-imental results have shown that when TFRC and TCP �ows are aessing an



Single w/o RT Single w/ RT Single w/ UDP 3 Flows Single w/o RT Single w/ RT Parallel
0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

B
ur

st
in

es
s 

In
de

x

TFRC
TCP
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