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tThe Internet is fa
ing a signi�
ant evolution from being a delivery network for stati
 
ontent to an e�
ientplatform for multimedia 
ontent delivery. Well-known examples of appli
ations driving this evolution areYouTube Video on Demand, Skype Audio/Video 
onferen
e, IPTV and P2P video distribution. WhileYouTube streams videos using the Transmission Control Proto
ol (TCP), time-sensitive appli
ations, su
has Skype Audio/Video 
onferen
e, employ the UDP be
ause they 
an tolerate small loss per
entages butnot delays due to TCP re
overy of lost pa
kets via retransmissions. Sin
e, di�erently from the TCP, theUDP does not implement 
ongestion 
ontrol, these appli
ations must implement 
ongestion 
ontrol at theappli
ation layer in order to avoid 
ongestion and preserve network stability. In this paper we investigateSkype Video 
ongestion 
ontrol in order to assess to what extent this appli
ation is able to throttle itssending rate to mat
h the unpredi
table Internet bandwidth while preserving resour
e for 
o-existing best-e�ort TCP tra�
. We have found that: 1) Skype Video adapts its sending rate by varying frame rate, framequality and video resolution; 2) in many s
enarios a Skype video 
all refrains from fully utilizing all availablebandwidth thus not sending videos at the highest possible quality; 3) Skype Video employs an adaptive FECa
tion that is proportional to the experien
ed loss rate; 4) the sending rate mat
hes a 
hanging availablebandwidth with a transient time as large as a hundred of se
onds; 5) the minimum bandwidth required fora video 
all is 40kbps at 5 frames per se
ond.1. Introdu
tionThe introdu
tion of new multimedia servi
es su
has video on demand, video broad
asting, personal
ommuni
ation and IPTV is pushing the Inter-net, whi
h was originally 
on
eived to transporttime insensitive elasti
 type data tra�
, towardsa platform for delivering an ever in
reasing amountof delay-sensitive multimedia tra�
. Examples ofsu
h driving appli
ations are Voi
e over IP, video
onferen
ing (su
h as Skype), Video on Demand(su
h as YouTube, DailyMotion), IPTV, peer-to-peer video distribution systems su
h as, to namefew, Coolstreaming [24℄ and Hulu1.A key di�eren
e between time-insensitive datatra�
 and time-sensitive tra�
 generated by ap-pli
ations su
h as VoIP or real-time video is that,while data sending rate 
an be modulated to mat
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the network available bandwidth, real-time au-dio/video sending rate must follow the sour
e rate.For these reasons data tra�
 is elasti
 and is 
ar-ried over the TCP, whi
h implements 
ongestion
ontrol, whereas real-time tra�
 is inelasti
 and is
arried over the UDP.Although, in prin
iple, time-sensitive au-dio/video appli
ations generate inelasti
 tra�
be
ause, due to time-
onstraints, �ows 
annotredu
e their bandwidth requirements in thepresen
e of 
ongestion as TCP does, in pra
ti
ewell-designed time-sensitive appli
ations mustadapt to network available bandwidth at least tosome extent. The way this goal 
an be a
hieved isby using a 
ongestion 
ontrol algorithm along withan adaptive video 
ode
 that adjusts video quality,frame rate and pi
ture size to mat
h both QoSrequirements and network available bandwidth[23℄, [19℄.Di�erently from TCP �ows that 
ontinuouslyprobe for network 
apa
ity via the Additive In-
rease Multipli
ative De
rease (AIMD) paradigm,Preprint submitted to Computer Networks O
tober 11, 2010



the throughput of the �ows originated by means ofan adaptive video 
ode
 is always bounded by themaximum and minimum bitrate a
hievable by thespe
i�
 
ode
.YouTube is the most relevant example of videodistribution system and employs the TCP to gener-ate elasti
 tra�
. In parti
ular, the video stream isbu�ered at the re
eiver for a while before the play-ing is started. In this way, short-term mismat
h be-tween the sour
e video rate and the network avail-able bandwidth are averaged out and masked by theplayout bu�er. On the other hand, Skype is one ofthe most prominent example of appli
ations pro-viding uni
ast Audio/Video 
alls over UDP. SkypeAudio/Video is a 
losed sour
e appli
ation. SkypeAudio employs several audio 
ode
s su
h as G729,SVOPC, iSAC, iLBC, SILK, whereas Skype Videoemploys the VP7 
ode
 provided by On22.In the literature several papers proposed to de-sign new transport proto
ols tailored to transportmultimedia 
ontent. A review of these proto
olsalong with a proposed one 
an be found in [12℄.Among these proto
ols, the only 
ongestion 
on-trol for multimedia �ows that has been proposedfor IETF standardization is the TCP Friendly RateControl (TFRC) [14℄, [18℄. Implementation ofTFRC is 
omplex sin
e it requires ad-ho
 tuning ofmany parameters. For instan
e, to enable a VoIPappli
ation, it has been ne
essary to propose thesmall pa
ket variant [11℄. For these 
onsiderations,the state of art of today running real-time appli
a-tions su
h as Skype Audio/Video employs the UDP.Sin
e the UDP does not implement 
ongestion 
on-trol, it is mandatory for a well-designed multimediaappli
ation to in
lude an e�
ient 
ongestion 
ontrolalgorithm [9℄, otherwise the Internet would experi-en
e a 
ongestion 
ollapse as the one happened inthe eighties before the introdu
tion of TCP 
onges-tion 
ontrol [22℄.Skype today 
ounts over 40 millions a
tive usersof whi
h 17 millions are 
on
urrent users3. In a re-
ent report, Skype 
laims that more than 25 billionsminutes of Skype video 
alls have been generated[1℄, resulting in the most used desktop video 
onfer-en
e appli
ation. For this reason, it is in
reasinglyimportant to assess if and how Skype 
ontributes tonetwork 
ongestion and how it a�e
ts TCP respon-sive tra�
, whi
h still 
ontributes the most part ofthe Internet tra�
 [9, 14℄. Moreover, it is of interest2On2 Truemotion VP7 
ode
, http://www.on2.
om/3http://share.skype.
om/stats_rss.xml

to study if there is room for improving design andimplementation of adaptive video
onferen
e appli-
ations.This work investigates how a Skype Video �owbehaves when sharing the Internet with other TCPand Skype Video �ows. The goal is to determinethe responsiveness of Skype Video to the unpre-di
table time-varying Internet bandwidth in termsof transient times needed to mat
h the availablebandwidth, fairness with respe
t to 
oexisting TCPand Skype �ows, frames per se
ond and pa
ket lossrate.At the best of authors' knowledge, this is the �rstinvestigation of Skype Video 
ongestion 
ontrol.The rest of the paper is organized as follows: inSe
tion 2 we summarize the related work; in Se
-tion 3 we summarize the knowledge made availableto the publi
 on the adaptive video 
ode
 used bySkype; in Se
tion 4 we brie�y des
ribe the exper-imental testbed and the tools we have developedin order to 
arry out the experiments; in Se
tion5 we present and dis
uss the experimental results;Se
tion 6 des
ribes the adaptive FEC algorithm em-ployed by Skype. Finally, Se
tion 7 draws the 
on-
lusions of the paper.2. Related WorkIt is well-known that the best-e�ort Internet 
an-not provide guaranteed resour
es for real-time mul-timedia appli
ations. The �rst attempts to addressthis problem date ba
k to early '90s and show thebene�ts of using 
ongestion 
ontrol s
hemes to 
on-trol the rate generated by a video sour
e [17℄, [4℄.In parti
ular, in [17℄ authors show that by using ex-pli
it feedba
k information provided from the net-work it is possible to implement a 
ontrol algorithmthat a
hieves gra
eful degradation when 
ongestiono

urs. In [4℄, authors show the bene�t of imple-menting a very basi
 
ongestion 
ontrol s
heme in
onjun
tion with the adaptive video 
ode
 H.261 ina video 
onferen
ing system. In the past years, theidea of applying 
ongestion 
ontrol to multimediasystems [10℄ has 
onsolidated itself and it has ledto several design e�orts [12℄,[14℄,[18℄,[21℄.One of the most prominent and su

essful ap-pli
ations whi
h implement real-time audio/videotransmission over the Internet is Skype.Re
ently, an experimental investigation has re-vealed that Skype VoIP implements some sort of
ongestion 
ontrol by varying the sending rate to2



mat
h the network available bandwidth to some ex-tent [7℄. Moreover, in [8℄ a mathemati
al model ofSkype VoIP �ows is provided, revealing that themain driver of the 
ongestion 
ontrol algorithm isthe estimated loss ratio.Other relevant papers on Skype 
an be groupedin the following 
ategories: i) P2P network 
hara
-terization; ii) per
eived quality of the Skype VoIP�ows.First papers on Skype mainly fo
used on the
hara
terization of the P2P network built by Skypein order to enlight, at least partially, interesting de-tails on its ar
hite
ture and on the NAT traversalte
hniques [3℄,[13℄.Moreover, several studies have been 
arried outon the quality provided by the Skype VoIP 
alls indi�erent s
enarios by using metri
s su
h as meanopinion s
ore (MOS) and Per
eptual Evaluation ofSpee
h Quality (PESQ) [2℄, [6℄, [15℄, [16℄ or byde�ning metri
s based on pa
ket level measure-ments su
h as round trip time, input rate and du-ration of the 
alls [5℄.3. Video Code
 Employed by SkypeIn this Se
tion we summarize all the publi
 infor-mation 
on
erning the video 
ode
 used by SkypeVideo that are reported in [20℄. Sin
e 2005, Skypeemploys the proprietary Video Code
 TrueMotionVP7 provided by On2 in order to manage one-to-one video
onferen
ing. The 
ode
 supports real-time video en
oding and de
oding using a �datarate
ontrol� whi
h adjusts frame quality, video resolu-tion and number of frame per se
onds to adapt tobandwidth variations. Moreover, the white paper[20℄ states that a model of the 
lient bu�er level isemployed in order to 
ontrol those variables, but nofurther details are provided. Regarding the bitratesprodu
ed by VP7, On2 
laims to provide videotransport starting from bitrates as low as 20 kbps,whereas no information is given on the maximumbitrate.4. Experimenting with Skype Video: theSkype Measurement LabIn order to investigate how Skype Audio/Video
onne
tions behave when network bandwidth
hanges over time, we have developed a set of toolsthat allows real network experiments to be deployedover one or more hosts and to measure and log
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Figure 2: IPQshaper fun
tional diagram: �lteredtra�
 (thi
k arrows) is routed to a userspa
e queuewhose bandwidth b(t), delay d(t) and pa
ket dropprobability p(t) 
an be setSkype key variables. Figure 1 shows the testbedset-up whi
h is made of two real hosts: on ea
h hostone or more Skype appli
ations are started with orwithout 
on
urrent Iperf generated TCP tra�
4.On ea
h host we deployed IPQshaper, whi
h isa software we have developed to perform per-�owmeasurements. The tool, whose s
hemati
 is shownin Figure 2, allows us 
hoosing a set of pro
esses and�ltering the generated tra�
 using IPTables rules.The �ltered tra�
 is then routed to a userspa
equeue using the IPtables QUEUE target5. At theinput of this queue, marked with an �I� in Figure2, the per-�ow in
oming rate ri(t) is measured. Atthe output of the queue, that is marked with an�O� in Figure 2, the per-�ow outgoing rate ro(t) ismeasured, so that the loss rate l(t) experien
ed bythe �ow 
an be 
omputed as ri(t)− ro(t).In order to emulate a LAN or WAN s
enarios,the pa
kets in the queue are drained at 
on�gurablerate b(t), whi
h models the bandwidth available atthe bottlene
k drop tail queue. Finally, the toolallows pa
kets to be delayed of an amount d(t) anddropped with probability p(t).The throughput is de�ned as ∆sent/∆T , the lossrate as ∆loss/∆T and the goodput as (∆sent −
∆loss)/∆T , where ∆sent is the number of bits sentin the period ∆T , ∆loss is the number of bits lostin the same period. We have 
onsidered ∆T = 0.4 sin our measurements.It is of fundamental importan
e to perform ex-periments in a 
ontrolled environment in order toallow tests be reprodu
ible. We provide repro-du
ibility by employing a 
ontrolled LAN as atestbed and using the same video sequen
e as in-put. In fa
t, using the input obtained by a web
am4http://dast.nlanr.net/Proje
ts/Iperf/5NetFilter: http://www.net�lter.org/3
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Figure 1: Experimental testbedwould generate an en
oded bitrate that depends onthe parti
ular video 
ontent, thus not allowing ex-periments to be reprodu
ed.To this end we have developed a software 
alledSkype Measurement Lab (SML), whi
h allows a de-sired video sour
e to be inje
ted as input to Skype.In parti
ular, we have modi�ed the GStreamerplug-in gst-fakevideo6, whi
h generates a fake/dev/video devi
e that simulates a video sour
e(like a web
am) using a te
hnique similar to theone employed by Skype Audio Dsp Hija
ker7. An-other important feature of the SML is the auto-mati
 logging of all the information 
ontained inthe Skype te
hni
al 
all information tooltip, whi
his displayed when the �Te
hni
al Call Infos� optionis enabled in the preferen
es. To the purpose, wehave modi�ed the QT 4.X user interfa
e library8that is used by this 
lient (freely available as sour
e
ode) in order to periodi
ally log all information
ontained in the 
all tool-tip, whi
h in
ludes amongothers: RTT, jitter, video resolution, video framerate, estimated sent and re
eived loss per
entages.The experiments have been run using the LinuxSkype 
lient version and the standard ForemanYUV test sequen
e9. The audio input has beenmuted in order to analyze only the network tra�
generated by video �ows. From now on, the RTTof the 
onne
tion is set at 50ms and the queue sizeat the two hosts is set equal to the bandwidth delayprodu
t unless otherwise spe
i�ed.6http://
ode.google.
om/p/gstfakevideo/7Skype DSP hija
ker: http://195.38.3.142:6502/skype/8QT 4.3: http://trollte
h.
om/produ
ts/qt9http://www.
ipr.rpi.edu/resour
e/sequen
es/sif.html
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heme5. Experimental investigation of SkypeVideo dynami
sIn this Se
tion we aim at investigating howSkype Video �ows throttle their sending rates when
hanges of available bandwidth o

ur and howSkype �ows behave when 
on
urrent TCP �owsshare the bottlene
k. To the purpose we 
onsiderstep-like variations of the available bandwidth sin
ethis is a widely used and e�
ient pra
ti
e in 
ontroltheory when testing the dynami
 response of a sys-tem to a stimulus. Indeed, the step response of asystem reveals key features of the system dynami
ssu
h as transient time and degree of stability.In this 
ase we are interested in revealing thetransient dynami
s of the Skype �ows in response tobandwidth in
rease/de
rease or to joining/leavingof TCP �ows.Figure 3 shows the overall s
heme of a desktopvideo 
onferen
ing system. An en
oder adapts thevideo �ow sending rate rs(t) by throttling the framequality q(t), the video resolution s(t) and the num-ber of frames per se
ond (fps) f(t) based on feed-4



ba
k reports sent by the re
eiver. It is reasonableto 
onje
ture that the feedba
k variables used thatthrottle q(t), s(t) and f(t) are the available band-width, loss rate and jitter [8℄. Throughout the dis-
ussion of the experimental results we will illus-trate the e�e
t of variable network 
onditions onthe three 
ontrol variables throttled by Skype.5.1. Skype Video response to a step variation ofavailable bandwidthWe start by investigating the behaviour of oneSkype �ow a

essing a bottlene
k link whose band-width 
apa
ity 
hanges following a step fun
tionwith minimum value Am = 160 kbps and maximumvalue AM = 2000 kbps. The aim of this experimentis to show how Skype �ows behave when the net-work available bandwidth suddenly in
reases; thisis parti
ularly important to assess Skype respon-siveness in grabbing the available bandwidth.In this experiment no 
on
urrent tra�
 is in-je
ted. Figure 4 shows throughput and frame ratedynami
s obtained by repeating four experimentruns. The video �ow starts sending at a verylow rate and a
hieves a steady state sending rateof roughly 80 kbps, well below the available band-width of 160 kbps. When the available bandwidthin
reases at t = 50 s , the sending rate rea
hes anaverage bitrate slightly below 450 kbps, after a longtransient time of roughly 100 s.Now, let us fo
us our attention on the three vari-ables f(t), q(t) and s(t) that are throttled by thevideo 
ode
 to mat
h the network available band-width. In the four experiments the resolution s(t) ofthe videos produ
ed by Skype was set at 320× 240pixels and kept un
hanged throughout all the ex-periments; the frame rate f(t) de
reases from aninitial value of 15 fps to a value of around 10 fpsin less than 10 s. After the step in
rement of theavailable bandwidth at t = 50 s, f(t) starts to in-
rease at roughly t = 85 s and then it os
illatesaround the value of 15 fps; the sending rate rs(t)starts to in
rease at t = 50 s whereas the value of
f(t) remains roughly 
onstant in the time interval
[50, 85] s whi
h means that the quality q(t) is in-
reased.A further insight 
an be obtained by looking atFigure 5 that shows pa
ket sizes and 
umulativelosses of the four experiment runs: the pa
ket sizein
reases in the time interval [50, 85] s whereas f(t)is left almost un
hanged, whi
h means that the in-
rement of the sending rate is due to an improvedquality q(t).
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ket size probability density fun
tion(PDF): pa
kets of type A 
ontain feedba
k informa-tion, pa
kets of type B are video pa
kets withoutredundan
y, and pa
ket of type B are pa
kets withredundan
y.Figure 5 reveals also an interesting 
orrelationbetween pa
ket size and pa
ket losses: every timea large loss event o

urs (marked by a large stepin the 
umulative line shown in the Figure 5) thepa
ket size doubles, thus meaning that Skype em-ploys a FEC s
heme to 
ountera
t pa
ket losses. Onthe other hand, Skype does not trigger a pa
ket sizein
rement when the entity of the loss is 
onsiderednegligible as it 
an be inferred by looking at the S3plot at time t = 177 s, whi
h shows that a smallstep in
rease in the 
umulative loss 
urve does notindu
e a doubling of the pa
ket size.In order to provide a further insight, Figure 6shows the pa
ket size probability density fun
tion
omputed for time t > 150s when the transientdue to the bandwidth variation at t = 50s ends.The probability density fun
tion shows three peaks:the �rst one (A) o

urs at pa
ket size equal to
61 bytes and we 
onje
ture that su
h pa
kets 
on-tain feedba
k information sent to the other peerof the 
ommuni
ation; the se
ond peak (B) o

ursat pa
ket size equal to 491 bytes and we 
onje
-ture that it reveals that the size of the pa
kets 
on-taining the video are in the range [350, 550] bytes;the third peak (C), o

urring at pa
ket size equalto 961 bytes, reveals FEC pa
kets in the size
[720, 1035] bytes that indeed is roughly two timesthe normal pa
ket size.To summarize, the main result of this �rst ex-periment is that a Skype Video �ow produ
es asending rate that a
hieves the maximum value of5
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Figure 5: Pa
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k points) and 
umulative bytes lost (gray lines) of the four Skype �ows in responseto a step 
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around 450 kbps after a transient of 100 s and em-ploys FEC me
hanism to 
ountera
t large pa
ketlosses. Moreover, in this experiment we have foundthat around 10% of pa
kets sent in a Skype Video�ow are feedba
k pa
kets (type A), around 83%are pa
kets without redundan
y (type B), and theremaining 7% are FEC pa
kets 
ontaining redun-dan
y (type C).5.2. Skype response to a stair
ase variation ofavailable bandwidthIn this s
enario we aim at investigating how aSkype Video �ow adapts to small step-like in
re-ments/de
rements of the available bandwidth. Tothe purpose we start by allowing the available band-width to vary in the range [160, 1000] kbps. By us-ing the knowledge on transient times that we havegathered in the previous s
enario, we set bandwidthvariations to o

ur every 100 s in order to let send-ing rates to extinguish their transients. In parti
-ular, in the �rst half of the experiment, the avail-able bandwidth in
reases every 100 s of 168 kbps,whereas, in the se
ond half, it de
reases of the sameamount every 100 s.Figure 7 shows that Skype Video �ow is some-what slow in rea
hing the steady state sin
e themaximum sending rate is a
hieved only at t = 700 s,when the se
ond half of the experiment is alreadystarted. In the �rst half of the experiment, lossesare negligible and the average throughput is around
300 kbps, a value that is well below the availablebandwidth that goes up to 1000 kbps.Regarding the frame rate, after an initial value of
f(t)= 15 fps, it de
reases down to 5 fps at t = tAwhen it suddenly in
reases its value again to 15 fps.This sudden in
rease in the frame rate o

urs in
orresponden
e to a redu
tion in the video resolu-tion s(t) from 320 × 240 to 160 × 120. The framerate is kept un
hanged until t = tB when the res-olution swit
hes ba
k to 320 × 240 and the framerate is set again to 15 fps.We have run a similar experiment in whi
h theavailable bandwidth varies from 160 kbps down to
20kbps in order to investigate how Skype �ows areable to mat
h a thin link 
apa
ity. Figure 8 showsthat the sending rate follows bandwidth redu
tionsuntil the 
apa
ity drops to 40 kbps. In this 
on-dition a minimum frame rate around 5 fps is mea-sured. When the available bandwidth shrinks at
20 kbps, whi
h is the minimum de
lared bitrate ofthe Skype video 
ode
 [20℄, the video 
all is dropped

at t = 375 s probably be
ause Skype dete
ts a verylarge pa
ket loss per
entage.In this test, even though the available bandwidthrea
hes the value of 500 kbps in 200 s and then out-pa
es this value, the Skype video sending rate doesnot ex
eed an average value of only 300 kbps. Thismeans that Skype is not e�e
tive to take all theavailable bandwidth thus losing the possibility ofdelivering videos at the highest possible quality.The test has also shown that Skype Video is ableto shrink the sending rate to mat
h a thin availablebandwidth as low as 40 kbps.5.3. Skype Video response to a square wave avail-able bandwidthThis s
enario aims at showing how one SkypeVideo �ows rea
ts to variable network 
onditionssu
h as sudden drops/in
reases of the availablebandwidth. To the purpose we evaluate the Skyperesponse to a square wave available bandwidth witha period T = 400 s, a maximum value AM =
1000 kbps, whi
h is well above the maximum av-erage sending rate we have measured in the �rsts
enario, and a minimum value Am = 160 kbps.The Skype response is evaluated by measuring thesending rate, the loss rate and the frame rate.Figure 9 shows that, in the �rst half of the pe-riod, the sending rate rea
hes an average value of
232 kbps, whereas the frame rate is between 10and 15 fps with negligible losses. When the �rstavailable bandwidth drop o

urs at t = 200 s, theSkype �ow su�ers persistent losses whi
h lasts for
19 s. During this interval roughly 128000 bytes arelost whi
h 
orresponds to an average loss rate of
54 kbps. During the time interval [217, 400] s, theSkype sending rate shrinks at 100 kbps, whi
h iswell below the available bandwidth Am, thus ex-perien
ing no pa
ket loss. The frame rate is keptalmost un
hanged, ex
ept for a short transient timeduring whi
h it is redu
ed, whi
h means that theen
oder de
reases the quality in the time interval
[200, 400] s. The �ow starts to in
rease its rate whenthe bandwidth is up again in the interval [400, 600]srea
hing an average sending rate of 238kbps. Dur-ing this interval the video �ow experien
es signi�-
ant losses due to a high burstiness of the sendingrate in the interval [480, 540] s. During the last in-terval [600,800℄s, the sending rate a
hieves an aver-age value of 78kbps with a frame rate that in
reasesup to 15fps at t = 735 s, when the video resolutionis redu
ed from 320× 240 to 160× 240 so that theresulting sending rate is kept un
hanged.7
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Figure 7: Skype Video �ow dynami
s in response to a time-varying available bandwidth
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Figure 8: Skype Video response to an available bandwidth starting at 160 kbps and de
reasing down to
20 kbps 8
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Figure 9: Skype Video response to a square wave available bandwidth with period T = 400 s
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Figure 10: Skype Video response to a square wave available bandwidth with period T = 40 s
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We have also run a similar experiment by using asquare wave with a period of 40 s in order to assesthe rea
tion speed of the 
ontrol algorithm. Figure10 shows throughput, loss rate and frame rate inthis s
enario. We have found that the input ratenever ex
eeds Am, whi
h means that the rea
tionspeed of the 
ontrol algorithm is too slow with re-spe
t to bandwidth variations. As a 
onsequen
ethe frame rate is not able to rea
h values higherthan 12fps.Again, the 
on
lusion of this test is that Skypeis not e�e
tive to grab all the available bandwidththus losing the possibility of delivering the video atthe highest possible quality.5.4. Two Skype Video �ows over a square waveavailable bandwidthIn this subse
tion we aim at investigating the ef-fe
t of multiple video �ows on the stability of thenetwork. To the purpose, we set up a s
enarioin whi
h one Skype Video �ow S1 is started at
t = 0 and a se
ond �ow S2 is started at t = 50 s. The available bandwidth varies as a square waveof period T = 400 s with a maximum value AM =
384 kbps and a minimum value Am = 160 kbps. Wehave sele
ted AM = 384 kbps sin
e this is the down-link 
apa
ity of an UMTS link and is smaller thanthe maximum average sending rate of Skype Video,whi
h we have measured is around 450 kbps. Inthis s
enario, the two Skype Video �ows will 
re-ate a 
ongested bottlene
k. Again, we have set
Am = 160 kbps, sin
e with a lower value 
alls aredropped.Figure 11 (a) shows that, at the beginning, the�rst �ow in
reases its sending rate similarly to whatwe have shown in previous experiments. Moreover,the rate is kept in
reasing also when the se
ondSkype �ow joins the bottlene
k at t = 50 s. How-ever, for t > 90 s the �rst �ow S1 starts to leavebandwidth to S2 that in turn in
reases its send-ing rate until the �rst bandwidth drop o

urs at
t = 200 s. It 
an be seen that S2 generates a highand persistent loss rate at around 80 kbps whi
hlasts for around 30 s.Figure 11 (a) also shows the average throughputin ea
h time interval during whi
h the bandwidthis kept 
onstant. In parti
ular, the 
hannel linkutilization is 68% for t ∈ [0, 200] s, 83% for t ∈

]200, 400] s, 46% for t ∈]400, 600] s and 61% for t ∈
]600, 800] s.It is important to note that when the avail-able bandwidth in
reases again up to 384 kbps at

t = 400 s, the two Skype �ows do not in
rease theirsending rate thus not taking the opportunity tosend video at the best possible quality. For what
on
erns fairness issues, the two �ows share the bot-tlene
k in a fair way (the Jain fairness index is 0.97).Figure 11 (b) shows pa
ket size (dots) of the two�ows and lost bytes (
ontinuous line). The Figure
on�rms what we have reported in Se
tion 5.1, i.e.Skype Video in
reases the FEC a
tion when pa
ketsare lost.Again, this test shows that Skype Video is note�
ient in getting full bandwidth utilization thuslosing the possibility of delivering a video with ahigher quality.5.5. One Skype Video �ow with 
on
urrent TCP�owsIn this subse
tion we investigate the Skype Videobehaviour when the network bandwidth is sharedwith TCP �ows. We 
onsider a link with a 
onstant
apa
ity of 384 kbps. A Skype Video 
all starts at
t = 0 , the �rst TCP �ow starts at t = 200 s and ase
ond one starts at t = 400 s. Figure 12 (a) showsthroughput whereas Figure 12 (b) shows 
umulativelosses of Skype and TCP �ows along with pa
ketsize and frame rate of the Skype �ow.When TCP1 enters the bottlene
k, the SkypeVideo �ow releases bandwidth by de
reasing itssending rate. The two �ows share the bandwidthfairly until t = 250 s when the Skype �ow startsde
reasing its sending rate leaving bandwidth toTCP1. Figure 12 (a) shows that the steady stateis still not rea
hed when TCP2 �ow starts. Af-ter the TCP2 �ow is started, the bandwidth isshared in a somewhat fair way among the �owsin the time interval [400, 1000] s, ex
ept during theinterval [550, 700] s during whi
h the Skype �owin
reases its bandwidth obtaining a signi�
antlylarger bandwidth share.In order to understand the reason that triggersthe in
reasing of the sending rate of the Skype �ow,let us look at the pa
ket size evolution shown inFigure 12 (b).The Figure 12 (b) shows that the SkypeVideo pa
ket size in
reases in the time intervals
[120, 180]s, [375, 494] s and [590, 681] s whi
h meansthat Skype has a
tivated the FEC a
tion. This is
on�rmed by the frame rate dynami
s that does notfollow the sending rate in
rease in those intervals. Itis worth noti
ing that the step 
hange in the framerate evolution that o

urs at t = 436 s 
orresponds11
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ket size (dots) and lost bytes (
ontinuous line) evolutionsFigure 11: Dynami
s of two 
on
urrent Skype Video �ows in the presen
e of a square wave availablebandwidth 12
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ket size and frame rate evolutionsFigure 12: One Skype Video �ow over a link with
384 kbps 
apa
ity sharing the bottlene
k with two
on
urrent TCP �ows started at t = 200 s and t =
400 s

Table 1: Throughput, loss rate, loss ratio and 
han-nel utilization for the Skype and the two TCP �owsTput(kbps) Loss rate(kbps) Lossratio Channelutil.S1 162.5 6.0 3.7% 42.3%TCP1 101.6 12.3 12% 26.4%TCP2 102.3 12.6 12% 26.6%to a de
rease in the video resolution from 320×240to 160×120. The 
umulative losses graph shown inFigure 12 (b) 
learly suggests that the in
rements inthe FEC are triggered by the in
reasing of lost bytes(see also Se
tion 5.1). In parti
ular, the Skype �owloses 258000 bytes in the interval [590, 681]s and ex-hibits an unfair behaviour with respe
t to the TCP�ows.In order to evaluate how the Skype �ow behaveswhen sharing the link with other TCP �ows, Table1 reports average values of throughput, loss rates,loss per
entages and 
hannel utilizations of all the�ows for t > 400 s. Results show that Skype takesa larger share of 
hannel 
apa
ity, whereas the twoTCP �ows share the left over bandwidth equally.The overall 
on
lusion here is that Skype Videoseems more aggressive than the TCP, be
ause of theFEC a
tion that seems to unresponsively in
reasethe sending rate when losses are experien
ed.5.6. E�e
t of reverse tra�
 on a Skype Video �owThis s
enario aims at showing the e�e
t on aSkype Video �ow when 
ongestion is present on thereverse path. To the purpose, in this experiment,the available bandwidth is set at 2000 kbps so thatthe Skype Video �ow is not be able to generate 
on-gestion on the forward path of the bottlene
k. ASkype Video �ow is started at t = 0 s and threeTCP 
onne
tions start along the reverse path at
t = 200 s and leave at t = 400 s.Figure 13 shows that when the TCP �ows join thepath at time t = 200 s the Skype sending rate de-
reases from a steady state value of around 450 kbpsto a value of around 190 kbps (
orresponding to aframe rate of 9 fps) even though the available band-width on the forward path does not vary. By look-ing at the RTT evolution shown in Figure 13, thede
reasing in the sending rate seems to be triggeredby the in
reased RTT on the reverse path that isdue to the slow start phase of the TCP �ows. Afterthe TCP slow start phase ends, the RTT de
reasesand Skype starts in
reasing the sending rate again13
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 present for t ∈ [200, 400] sup to its steady state of 450 kbps. In this s
enariothe sending rate is driven mainly by the frame rateas it is 
an be inferred by noting that the frame ratedynami
s follows the sending rate dynami
s.In 
on
lusion, the 
ontrol algorithm employed bySkype Video is sensitive to the 
ongestion on thereverse path.6. Skype Video adaptive FEC algorithmIn Se
tion 5 we have dis
ussed the main proper-ties of Skype Video �ows in several di�erent s
e-narios. In parti
ular, we have shown that pa
ketsgenerated by Skype Video (see Figure 5 and Figure6) 
an be of three di�erent types: 
ontrol pa
k-ets, video data pa
kets and video data pa
kets withredundan
y. We also noti
ed that pa
kets with re-dundan
y are sent, i.e. FEC a
tion is on, whenSkype dete
ts pa
ket losses (see Figure 5 and Fig-ure 11 (b)).In this Se
tion we aim at explaining how, and towhat extent, FEC a
tion is 
ontrolled by Skype.To the purpose, we re
onsider two experiments:1) two Skype Video �ows over a square wave avail-able bandwidth (Se
tion 5.4); 2) one Skype Video�ow with 
on
urrent TCP �ows (Se
tion 5.5). Wehave 
hosen these experiments be
ause they exhib-ited the highest number of lost pa
kets, thus trig-gering the FEC a
tion for a prolonged amount oftime.In order to evaluate the per
entage of video pa
k-ets with redundan
y at a time instant t, we employthe following algorithm. For ea
h time tk = k∆T
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(with ∆T = 4s) we evaluate the number of videopa
kets without redundan
y nv(tk) and the numberof video pa
kets with redundan
y nvr(tk) 
ontainedin the time interval tk. We de�ne the FEC a
tion
FEC(tk) at time tk as the ratio between video pa
k-ets with redundan
y nvr and the total number ofpa
kets nv(tk) + nvr(tk) sent in the 
urrent timeinterval:

FEC(tk) =
nvr(tk)

nv(tk) + nvr(tk)
(1)By 
omparing the loss ratio l̂(t) estimated by Skypeas shown in the �te
hni
al tooltip� and the FECa
tion FEC(t) 
omputed using (1) we have founda proportionality between those two signals. Figure14 (a) and Figure 14 (b) show a 
omparison betweenthe pa
ket loss ratio measured by Skype Video andthe FEC a
tion FEC(t) 
omputed using (1) in both
onsidered s
enarios.Both the �gures show that Skype Video adap-tively throttles the FEC a
tion FEC(t) roughlyproportionally to the estimated pa
ket loss ratio.7. Con
lusionsWe have 
arried out an experimental investiga-tion of Skype Video �ows behaviour in the presen
eof time varying network 
onditions and TCP traf-�
. We have found that a Skype Video 
all uses theframe rate, the pa
ket size and the video resolutionin order to throttle its sending rate to mat
h thenetwork available bandwidth. The obtained resultshave shown that a Skype Video 
all roughly requiresa minimum of 40 kbps available bandwidth to startand it is able to �ll in a bandwidth up to 450 kbps.Thus it 
an be said that a video �ow is made elas-ti
 through 
ongestion 
ontrol and adaptive 
ode
within that bandwidth interval.We have also measured that a Skype Video send-ing rate exhibits a large transient time when itin
reases to mat
h an in
rement of the availablebandwidth. Moreover, we have found that in manys
enarios a Skype video 
all refrains from fully uti-lizing all available bandwidth, whi
h means thata video 
all is not sent at the best quality thata network would permit. Regarding 
oexisten
ewith TCP �ows, Skype Video seems more aggres-sive than the TCP be
ause of the FEC a
tion thatunresponsively in
reases the bandwidth even whenlosses are experien
ed. Furthermore, we have foundthat when 
ongestion is present on the reverse path,

Skype Video unduly redu
es its sending rate. Fi-nally, we have shown that Skype Video employs anadaptive FEC a
tion that is roughly proportionalto the measured pa
ket loss ratio.8. A
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