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Abstract - In this paper we present an end to end rate
control algorithm for multicast (point to multipoint)
ABR service in ATM networks. The algorithm is the
multicast extension of the SP-EPRCA unicast (point-to-
point) congestion control algorithm proposed in [1]. The
goal is to control the multicast input rate in order to
achieve high bandwidth utilization without overflowing
any queue along the multicast tree. The straightforward
approach would be to consider a multicast connection
as a superposition of unicast connections, and to com-
pute the multicast input rate as the minimum among all
unicast input rates. The main problem is the congestion
caused by feedback traffic from the multiple destinations.
To solve this problem, we show how feedback informa-
tion cells can be intelligently “merged” at each multicast
tree “fork” without losing essential information needed
by the control algorithm placed at the source. The algo-
rithm proposed inherits all properties from the unicast
SP-EPRCA.

I Introduction

Congestion control is known to be one of the main chal-
lenges of wide area high speed networks, such as ATM, which
are characterized by high bandwidth-delay products. Con-
gestion is either avoided by preallocating bandwidth (CBR
and VBR services), or is controlled by regulating input traf-
fic rate at the source (ABR and UBR). In this paper, we
address rate based congestion control approach only.

As recommended by ATM Forum, the rate based conges-
tion control framework for ABR/VBR traffic follows a closed-
loop control scheme, where the input rates are adjusted based
on current network congestion levels [5]. The congestion in-
formation is collected by RM (resource management) cells,
and transported all the way back to the source, to perform
rate adjustement. The challenge is, however, that the large
delay inside the feedback loop due to the large bandwidth-
delay product affects stability. Fitting into this closed-loop
framework, many algorithms have been recently proposed.
In particular, we have proposed the Smith Predictor En-
hanced Proportional Rate Control Algorithm (SP-EPRCA)
[1], which shows how to take into account the feedback loop
delays when input rates are computed. The main advantage
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of SP-EPRCA over other rate based schemes is to strictly
prevent cell loss when adequate buffers are allocated to each
connection at each intermediate node. '

Cell loss prevention 1s very desirable in reliable multicast
applications which require detection and recovery of lost data
(e.g., distributed simulation). Note that while unicast is gen-
erally protected by TCP, multicast runs under UDP (which
does not provide retransmissions of lost packets). Thus, in
ATM, the loss of a multicast cell must be recovered at the ap-
plication layer, with higher latency and processing overhead
than at the transport layer [2].. If the cell loss is drastically
reduced or better yet, eliminated (by the SP-EPRCA control
algorithm, for example), then the payoff performance vs cost
is substantial.

For multicast ABR services, it is important to investigate
the additional difficulty introduced by multicast rate control-
ling. Very few researchers have addressed the problem so far.
A significant contribution is by Kay et al. [4], which shows
how it is possible to extend a max-min fair unicast explicit
rate indication algorithm to multicast traffic.

This paper extends the SP-EPRCA algorithm to multicast
traffic. The paper is organized as follows: We first consider
a multicast connection as a collection of independently rate
controlled unicast connections and define an ideal multicast
rate control algorithm. Then we propose a way of “merging”
RM cells so that the feedback traffic be reduced back to the
forward control traffic levels. The cell loss free and min-
max fairness properties come primarily from the unicast SP-
EPRCA algorithm. Simulations are used to substantiate our
claims.

I Tdeal Multicast Rate Control Algorithm

In this section we first present the unicast SP-EPRCA
algorithm in which the multicast rate control algorithm is
based upon. Then we define the ideal multicast rate control
algorithm(IMRCA), as well as describe its major implemen-
tation difficulty.

II.1  Unicast SP-EPRCA Algorithm
The continuous time model of the controlled system for

unicast connections is modelled as shown in Fig. 1. There
we represent the bottleneck queue of a VC by an integrator




(fluid flow model), the Smith Predictor controller by K*, and
the delays T, and T¥; inside the control loop. The variables
of interest are:

u(t) -
JONE

Source input rate
Bottleneck buffer level

d(t) - Bottleneck service rate

X? - Target filling level of switch queues
K - Gain of the proportional controller
Tfw - Feedforward delay

Ty -  Feedback delay

* N
K smith predictor

Figure 1: Queue dynamic model using a proportional con-
troller plus a Smith Predictor

The control equation is given by:

¢
u(t) = K[X° —a(t —Tp) —/ u(t)dt] (1)
t—RTD
This equation can be interpreted as a proportional control
of the queue level N(t) = z(t) — f:_RTD u(t')dt', i.e. the
in pipe cells can be seen as being stored at the bottleneck
queue. Mascolo at al[l] presents a discrete time version of
this continuous time control equation, in order to provide
the effective equation used by the controller. Requirements
about sampling frequency arises, which lead to the creation
of the virtual feedback procedure to ensure loss free prop-
erty in case of missing feedback information. The reader is

referred to [1] for further information.
II.2 IMRCA Definition

Definition 1 The ideal multicast rate control
algorithm (IMRCA) sets the rate of a multicast connection
(S,D',D?,..., DM) to the minimum of the rates computed
by M unicast SP-EPRCA controllers executed independently
for each pair (S, D'), where each algorithm is fed by its cor-
responding RM cell stream. Before the multicast rate updat-
ing, the source must receive one RM cell from each multicast
destination. In case any of RM cells is missing for a time in-
terval longer than A, the algorithm performs virtual feedback
[1] across individual unicast SP-EPRCAs in order to update
the multicast input rate as the minimum among them.

In other words, each unicast controller placed at source
site computes its rate u; according to equation (1). Since,
by definition of multicast, the input rate is unique across the
entire multicast tree, each unicast controller differs from the
others by the round trip delay (RTD) only. When a unicast
rate (u;) is computed, say at time ¢, the multicast rate is
then updated by:

1115

in(®) = | min, (1) @

The straightforward implementation of the ideal multicast
algorithm is as follows. Data and RM cells are generated
at source site (at a proportion of NRM data per RM cell
[1]), and travel downstream along the multicast tree, getting
replicated at fork nodes (see Fig. 2). At each fork of the
multicast tree, RM cells are stamped with their respective
destinations IDs when replicated so that each RM stream can
be identified at the source site. In the backward direction,
RM cells are sent upstream to the respective source. In other
words, M SP-EPRCA algorithms are running independently,
each one fed by its own RM cell stream.

o]
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Control Information
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Figure 2: Splitting at multicast tree fork

Although this algorithm is clearly ideal (IMRCA), it is not
feaseble, because the control traffic that is generated down-
stream the tree must return upstream, most likely causing
congestion. As an additional drawback, the computation
burden at the source grows with the number of destinations.
In the next section we show how to solve this problem.

IIT Merging RM cells

The previous section has exposed the infeasibility of send-
ing multiple control streams back to the source for rate con-
trol. Clearly the main issue here is how to “merge” RM cells
at fork nodes so that useful feedback information is not lost
on their way back to the source. In essence, merging should
be the inverse process of splitting. If a forward stream has
been splitted in K streams at fork F, then the K control
feedback streams are merged into one stream at F. There-
fore, the merging process requires that the fork F' awaits for
one RM cell from each of its “children” before deciding what
to send back in a single RM cell. Figure 3 shows the RM
merging at a tree fork.

Control Information

Figure 3: Merging control traffic at multicast tree fork



Suppose all K RM cells were able to reach the source, so
that the source runs independent unicast SP-EPRCA con-
trollers, one per source/destination path. Let U be the vec-
tor of rates U = (uy, ug, - -, upr) computed. It is clear that,
using IMRCA, only one SP-EPRCA controller will dictate
the next rate to be enforced. Therefore, the idea is to de-
tect, at each fork point, which RM cell information will result
in the lowest rate, and pass only that value upstream.

ITI.1 How to choose the right RM cell information

Considering a generic fork F', let tdy be the transmission
delay from F' to the source. Assume that at time ¢ the source
gets one RM; cell from each D;. Then the unicast rate wu;
will be computed as [1]:

t

wi = K[X° — i / w(r)dr] = K[X° = N (3)

t—RTD

where N; = z; + ftt_RTD u(r)dr.

A physical interpretation of equation (3) is that the new
rate is proportional to the available space at the bottleneck
buffer ( which has size X°). The available space is X° minus
the queue level information received in the RM cell, minus
all the in flight cells in the feedback loop, i. e. Nj, which
might get stored in this buffer.

The minimum rate is, thus, given by the jth controller
(corresponding to destination D;) such that:

t

t
zj + u(r)dr = max xi—}-/ u(t)dr] (4
! ~/t—-RTDj (7) 15igM[ '+ 7D, (r)dr] (4)

It remains to be shown how fork F' can decide which of its
children will provide the feedback information that satisfies
Eq. (4) at the time t' = ¢ — td;

We can write N; as follows:

t

t—tdy
N; = zi—l—/ u(r)dr+/ u(r)dr = z;+¢;+D (5)
t—RTD; t—td;

Since D is constant for all 4, the j that maximizes N; is
given by the j that maximizes (z; + ¢;).

Therefore, at time t/, fork F selects the jth feedback value
such that:

z;+cj = rniax(:ci +¢) (6)

This computation is performed sequentially from the des-
tinations (multicast tree leaves) up to the source.

1We use z; instead ofz;(t — tsp) for sake of conciseness
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Figure 4: Feedback Information Selection

II1.2  The SP Multicast Rate Control Algorithm (SP-
MRCA)

The fork nodes in the multicast tree perform the merg-
ing scheme described previously, as long as they receive RM
values from all their children in a timely fashion. Since at
multicast setup time no information is present in the tree,
the algorithm does not receive feedback information until
RT Dpnqp has elapsed, where RT'Dypor = maxy<i<y(RT D)
is the maximum round trip delay among all D; belonging to
the multicast connection. Therefore, we need to specify the
algorithm behavior for two cases:

i} t < RT Dppq4q: Since the algorithm does not receive feed-
back cells, it uses the virtual feedback of the unicast
SP-EPRCA algorithm with RT Dyyae2.

i) t > RTDpao:

1- Upon receiving RM cells, the algorithm updates
the rate using the unicast SP-EPRCA controller
corresponding to the destination D; from which the
cell comes from.

2- Upon expiration of the feedback interarrival time
A, the source uses the last RM cell received and
the corresponding unicast SP-EPRCA algorithm to
perform a virtual feedback(1].

Theorem 1 The SP-MRCA algorithm is equivalent to the
IMRCA algorithm.

We have to show that the two algorithms compute always
the same rate. Since the proof is rather intuitive, for sake of
brevity we give only a sketch of it.

Sketch of Proof 1 We divide the proof in two cases:

i} t < RT Doy During this interval, the connection with
longest RTD does not receive feedback information, and

2We assume a RTDmgz large enough such that virtual feedback is
needed, since the other case is trivial (see [1])




thus uses virtual feedback for its raie computation, say
Uy. The rate u, results to be the minimum among all
independent SP-EPRCA controllers, and hence is equal
to the rate computed by the IMRCA.

ii) t > RT Dpmas -

1- Upon receiving RM cells, our merging scheme at
the fork points sends upstreams the RM cell corre-
sponding to the minimum rate. Thus the theorem
follows wn this case.

2- Upon expiration of the feedback interarrival time
A, the IMRCA uses virtual feedback, that is, it in-
creases each z; + ¢; by the same amount (since the
multicast rate is unique). Therefore, the minimum
rate decreases, but it results to be computed by the
same j controller as in the previous tleration, as it

is in the SP-MRCA.

IT1.3 A pratical way for forks to filter out excessive
RM cells

In merging feedback information, cells must be filtered out
at fork points. In the SP-MRCA algorithm, a fork must have
feedback information about all its children before relaying
any information upstream the tree. In principle, feedback
information from shorter paths must wait for that coming
from the longest path. This suggests the following scheme
for RM cell filtering and information reporting back to the
source: Define the longest path (F, D;) among all D; from
a fork node F' to be a kind of “conveyor belt” of feedback
information. That is, RM cells circulating in this path are
used to relay feedback information upstream after merging.
Namely, all cells coming from a branch other than the con-
veyor belt are filtered out after having their feedback infor-
mation recorded. The merged information then awaits for
the next RM cell coming from the conveyor belt to be car-
ried back to the source. Each fork has its own conveyor belt,
which is determined by its distance to its destinations (sub
tree leaves rooted at F'). The scheme is shown in Figure 5.

.
S = p 5
/ ’
.
i ,emoms ,.__,D
Primary RM - '____'____(i Secondary RM
P A Al e il
conveyor belt A " conveyor belts
....... P . —————
e m e mm - ———————— > g
s —7 % .7
d=mmmm-- xR --- P VA N e ,
AN\ " t ﬁ‘) Sa - ]
N > ] N\ T ]
N AN A )
A0S v, AN 1
D o~ ), ----D2 1
I ~
1 Nz 7 ]
' RM cells :
]
1

Figure 5: Recursive filtering of RM cells

IV Simulation Results

The network topology used in a simulation of the SP-
MRCA is shown in Fig. 6. Links have uniform speeds,
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normalized to 1 cell per unit of time [cells/s]. Link labels rep-
resent the bandwidth-delay product. There are five unicast
connections: (S1, D1),(S2, D2),(53, D3), (54, D4),(S6, D6).
There is also one multicast connection (S5, D5, D7, D8),
spanning across multiple bottlenecks.

Bottleneck 1 D7,

. ()
S{:(multlcast) ves / D6
OO
Iy Bottleneck 2
fc6 :
se -\ J 10 0
oL\ ) —
10 10 : \ ve2
H '
vel3 1 vel

Figure 6: Network Topology

Connections are set and released according to Table 1.
This time epochs were chosen so that bottlenecks shift in
time from link to link across the network. We assume infinite
backlog at each source. Buffer capacity is 60 cells.

Table 1: VC Connections Activity

Connection # 1 2 3 4 5m 6
Start Time 500 2500 | 1000 | 4000 5500 0
End Time 7000 | 8000 | 8500 | 7500 10000 10000
RTD (cells) 0 20 40 40 | 80(max) 0

Figure 7(a) shows the behavior of the six input rates, cor-
responding to connections S1 — S6, at source nodes. We as-
sume an initial cell rate of 1 [cell/s], although the results are
independent of this value. After each traffic pattern change
( start/end of a connection), each rate rapidely settles to
a new fair stationary value. Sources S1, S2, S3, 54, and
S5 (multicast) are constrained by bottleneck #2, and thus
get the same bandwidth share each, while source 56 is con-
strained by bottleneck #1, and therefore takes all the band-
width left by the multicast source S5. We can see, also, that
due to traffic variations during simulation time, the multi-
cast bottleneck moves along the tree (i.e., from bottleneck
#2 to bottleneck #1, see Figure 6). Figure 7(b) shows the
dynamic behavior of the two queues at bottleneck #1, corre-
sponding to VC5, V6, while Fig. 7(c) shows the dynamic
behavior of the five queues at bottleneck #2, correspond-
ing to VC1 — VC5 bottleneck queues (since connection #6
does not cross this bottleneck). No queue overflow occurs, by
virtue of the SP-EPRCA overflow prevention property. Fig-
ure 7(c), for time > 8500, shows all queues emptying due to
traffic termination, which again means that the bottleneck
queue for multicast source S5 has moved from bottleneck
#2 to bottleneck #1 (Fig. 7(b)). The overall performance
is consistent with the ideal multicast rate control algorithm
(IMRCA), as expected.
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Figure 7: Multicast Rate Control Algorithm

V Conclusion

We have proposed an efficient multicast rate control algo-
rithm (SP-MRCA), which extends the unicast SP-EPRCA
algorithm to multicast traffic. Key issues, such as the reduc-
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tion of excessive feedback information, were addressed. Sim-
ulation results were used to exemplify the algorithm perfor-
mance with respect to dynamic tracking of bottlenecks, cell
loss free property and fairness. The trade-offs between buffer
sizes and throughput are the same as in the SP-EPRCA, and
thus were not addressed here. Although we have assumed in-
dividual queues per VCs at each switch output port, work
is in progress to provide single buffer per output port, as
reported in [3] for unicast connections. As for the imple-
mentation of the Smith Predictor controller at the source,
this can be placed either in the Host or in the edge switch.
The latter implementation is preferred since it complies with
the ATM Forum UNI specifications. In this case, the entire
SP-MRCA is transparent to the end user; the edge switch
simply dictates the allowed rate to the Host.

It is worth saying that the algorithm can be easily ex-
tended to support dynamic join/leave of receivers in the
multicast group. Namely, if the multicast VC tree can be
dynamically expanded/contracted, then the SP-MRCA al-
gorithm will automatically adjust to the new configuration.
Likewise, the SP-MRCA can also be extended to the many-
to-many multicast case.

Strict buffer overflow protection via SP-MRCA may re-
quire large buffers for WAN type propagation delays in order
to have full bandwidth utilization. To reduce implementa-
tion cost, without giving up bandwidth utilization, smaller
buffers than the strictly required for large delays may be
used, thus incurring some cell loss. In this case, Host re-
transmissions using schemes such as the one reported in [2]
must be used. Work is in progress to determine the trade-
offs between buffer costs and Host retransmission overhead
and latency.
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