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Abstract

In high speed aomunication neworks, long
propagation dels are critical for the stabiitof closed
loop congestion control algoriths. In this paper, 18ith's
principle is proposed as akéool to designa feedback
contrd law for congestio avoidance in high speedTM
networks The proposé algorithm assures the stabifitof
netvork queues and the full utilization of me&trk linksin a
realistc scenariowhere mary connectionswith different
propagation dels, share the nebrk. Finally, Smith’s
principle is proposed to enhance tfew control algorithm
of the TCP ntemet protocol.

1. Introduction

In recentyears a lot ofesearctas beendevelopé in
thefield of packet witching canmunication neworks. The
objective is to trammit multimedia traffic over a “uniform”
communication medium. The results ofthee efforts
constitute the merging Agnchronos Transfe Mode
(ATM) technology, which is nav coming to the market.
This technoloy is conceivedd merge the advantage of
circuit switching technoloyg (telephone ne&torks), with
those of packetvgitching technolog (computernetwvorks).
Circuit switching technoloyg, establishing a pisical
connection fron the sender to the receiver, enabteal
time data transnission (e. g. voice traffic): the dsvack is
that the netork is unde utilized becaus communication
links are hold by established connections even during idle
periods. On the contrgr packet switching technology
allows the sharing of nebrk links anong the usersThis
improves netork utilization with the dravback tha is
difficult to ensure qualt to real tme data transission.
ATM technoloy is conceived tomerge both the
advantages of circuit wetching and packet véitching
technolog by means of the concept efrtual circuit [1],
[2].

The goal 6 ATM networks isto supporta broad range
of serviceswith distinct requirenents for bandidth, delay
and cell lossA key issue is thé efficient coexistence of
Constant Bit Rate (CBR) services, Variable Bit Rate
(VBR) services ard "best effort” services, also teed
Available Bit Rate @ABR). ABR traffic is tpically
characterizedoy ungecified requirements br throughput

and delg and it was conceived to rapigl“fill in” the
bandvidth left unused ¥ CBR and \BR traffic. Many
algorithms dealing about congestion control have been
proposed [3]12]. However none bthese is capletely
satisfactoy either for caonplexity or for ladk of stability
properties, as igell reported irthe pape by Bermohamed
and Meerkov [3]. Infact, due to propagation dglamost
algorithms exhibit persisteh oscillations and can even be
unstable. In [3] and [4] an anydk methodfor the desigrof

a congestion controller,which ensure good ythamic
performance alongwith fairness in banalidth allocation,
has been proposed. Hwever this algoritm requires a
complex on-line tuning of control pamseters in order to
ensue stability anddamping of oscillations under different
nework conditions. Moreover, it is difficult tprove the
global stabiliy, due to the awmplexity of the control
strateg. In [5], a dual PD controltehasbeenproposeé to
make easier thariplementation of the algorith presented
in [3]. In [6] an algorittm usinga Smith’s predicta has
been illustratedvhich uses per VC FIFO queuing.

The objective of this paper is to find a control afor
ABR input rates sothat netvork bandavidth is fully utilized
without incurring netork congestion. n particular,
following a classical contto approach the dynamic
behavio of eachquete in response to nebrk input rates
is modeled as the cascade of iategrato with a sumn of
time delays. Then a controller based om@th’s principle is
designedThe resultirg algorithm assures no cells loss and
full utilization of network links in presence ofnany
connectionswith different round trip delgs, sharing the
netvork. Moreover it does not require per VC queuingy,
only a canmon FIFO queue pemétch output link.

The control algoritm is developed starting fro an
accura¢ mathematical model. Therefore, its stabilt and
efficiency are rigoroust demonstrated. Unlike the
algorithms proposed in [7] and [8]where links with
constah available bandvidth have been assed, the
interaction of ABR traffic with other traffic is considered
hereby mears of a time-varing available link bandidth.
Moreover, since fnm a practical point ofview it is not
meaningfulto measue available bandidth, this variable is
modelad asa disturb input. In [8] itwas assmed that all
the connections sharing the bottleneck linlvere
characterizé by the sane round trip dela This restrictive
assunption is here relaxed.
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The paper is structured as folls: Section 2 describes
the network model, the traffic model, the control
architectue and the queuemodel; in Section 3 the
proposed cuatrol law is deseloped ad its propertiesare
demonstrated in Section 4 an application to th€CP
internet protocol is describedfinally, in Section 5
simulation results are reported.

2. The Model

2.1 The network model

The network employs a store-and favard service, i.e.,
cells enter the nebrk from the source edge nodesre
then stored antbrwarded along a sequenceitermediate
nodes and aomunication links, finaly reaching their
destination nodes.

Mainly following the notationreported in [3] the
network can be considered as a graph consisting st
N={1,..r} of nodes (propeyl switches) connectedyba set
L={1,...} of communication links. For each ned (O N,
let O() O L denoe the set of its outgoing links. Each

nodemaintains a queue for each outgoing limkere cells
to be tranmitted are tenporarily stored Ead link i is
characterized Y its ftransission capacit c¢=14;
(cells/sec),wheret; is the transission tme of a packet,
and by its propaation delay of ty sec. Each node has a
processing capagitof 1/t,; cell/sec,whe t,; is the tme
the svitch i needs to take a packetiindhe input and place
it on the output queue. It is assed tha the processing
capaciy of each node is larger than the total traission
capaciy of its incaming links so that congestion is caused
by transmission capacit only. Finally it is worth noting
that in high speedwide area netorks, the bandidth
delay productcity (in pipe cells) represents a largeminer

of cells “in flight” on the transission link.

2.2 The traffic model

The newvork traffic is contributed Y source/destination
pairs (S,D)ONxN. To each $,D connection is

associated a Virtual Circuit (VCinappal on the path
p(S,D [1], [3], [6]. The path contains one noder every
network node and one directed linke=(a,b) for every
communicatia link from nodea to node b. Therdore a
virtual circuit i is specified B the sequene of links

€'1€'2..'n that traverses as it goes through thevoe.

A deteministic fluid model approxination of the cell
flow is assmed, i.e., sources tramgssion rates are
described ® the function d time u(t) measured in
cells/sec An ABR source is expected to declareyoits
peak cell rate, that is, itmaximum transmission speed
cg =1/tg. Moreover, it is assued that ABR sources

always havecellsto send, that is tlyeare persistensources

[2].
2.3 The control architecture

The feedbackschene recanmended ly ATM Forum is
assumed [13]. This schemne requires that eachBR traffic
source sends one control cell (RM cell) gvrdata cells.
Each noé i has a congestion controllehich periodically
computes, for each outgoing linlf0O(i), an adnissible
transmission ratewhich is unique foall the virtual circuits
sharingthe same outgoing link. Each node encountered by
the RM cel alongthe VC path, stenps the caputed value
for the input rate on the RM cell oyif this value results to
be less than the rate alrgadtored. In thisway, at the
destination, the RM cell carriesetminimum input rate
over all the encountereaviches andticomes backto the
source conwing the minimum allowed rate. Upon
receiving of this rate, the source sets the inp& tathis
value.

2.4 The queuanodel

In this subsection aydamic model of eachquete in
responseto input ard output rate changes is developed.
Fig. 1 shavs wwo connections sharing one outgoing link.
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Fig. 1: Schene of connections (SD;) and ($,D,) sharing
link I; and queue Q

Each output link has a common FIFO queue for all
virtual circuits sharing it. Letx(t) be tle quewe level
associatedvith the link I;. By writing flow conservation
equations, the level of occupang(t), starting at=0 with
%(0)=0, is

n
X; (1) :J'(t) _zluij (t -Tyj) dr —I(t)dj(r) el
i=

where n is the nmber of connections sharing the
queue u;(t) is the inflov rate due tdahei-th connection;T;
is the propagation delafrom the i-th source to thg-th
queue, andj(t) is the rate of packets leaving fh queue,
that is, theABRavailable bandidth. It is assmed that the
propagation delais daminant canpared to other deya
(processing, queuing, etc.). Consequenthe roundtrip
time is assmed to be constant andeasurd whena new
connection is established. Note that, since an outgutdin



shared B ABR, VBR and CBR traffic, the availabABR
bandvidth depends on the inptraffic loading the link.
Moreover, since it can be difficult tneasue the available
ABR bandwidth, d(t) is heremodeled as a disturb.

3. The control law

The aim of this section is to design a feedbadatrol
law u(t) for the input rate of eactABR connection such
that each netork queue levek(t) satisfies the follaing
stability condition

X <r° Q)

whee r° is the quee capaciy. Moreover the control
has to guarantee high utilization afietork links.
Fomally, this can be expressedq Ithe following efficiency
condition

x(t) >0 fort>T 2)

where T represents the transiening afte the starting
of netvork operation. In fact, this condition guararstdeat
ary link has alvays data to send.

Fig. 2 shavs the block diagma of the system model
consisting of

1) the bottleneck FIFO queurodeled i the Laplace
domain by the integratod/s

2) the availableABR bandavidth d(t) modeled as a
disturb;

3) the round trip deka T, , (i=1,n) of each connection

sharing the queue;
4) the controller transfer functinG(s);
5) the set point(t).
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Fig. 2 Block diagran of n VC connections sharing a
common FIFO queue

Due to the large deja inside théeedbackoop, queue
level dynamics might exhibit oscillations, and even beo®
unstable Sinee the model of the conmunication gstam is
known without paraneter uncertairyt, a controller can be
designéd following Smith’s principle [14], [15]. It isvorth
noting that, inwide area netorks, round tripdelaysare

mostly detemined by propagation dela To take into
account the jitter of round tripntie due to queuingrtie, a
model containing the vaying delgs could be considered.

The key idea is to look fo a controllerG(s) so that the
inputoutput d/namic of the ystem reporta in Fig. 2
becanes equivalent to the one of the/sdem reported in
Fig. 3.
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dynamic
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A major advantage of theystem reported in Fig. 3 is
tha it is afirst order ystan with a sum of dela/s in
cascade. B letting the set point(t) be the step function
r°(t) , the outputdoesnot overshoot and the queue level

is baunded ly r°.

Proposition 1:The ystan reported in Fig. 3where the
reference signal is the step functiqt)= r°[i(t), satisfies
the stabiliy conditionx(t)<r°.

Proof:

The Laplace transfan of the outputx(t) in response to

the set poinr© [(t) is:

_r° o1 2 Ts
x()= S (1+ s/k)%gle

By anti-transfoming X(s), it follows:
r’ o -k(t-T)) o
t)=— -e ! t-=Ty)<r 3
X(0) = ZE Halt-i) 3)

This canpletes the proof.

Proposition 2:The transfer functionX (s)/R(s) of the

systams reported in Fig. 2 and Fig. 3, respectyaan be
made equivalentyusing the controller described bhe
transfer function

k/n
G(s) = 4
1+m —%e_-riSE
S =

Proof:
By equating the transfer functions of thestemsin Fig.
2 and Fig. 3
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the controller (4) is derived.

Fig. 4 shavs the block diagma of the controller (4).
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Fig. 4 Block diagran of the controlleiG(s)

By looking at this figure,tiis eay to write the rate
control equation in thertie damain, that i3

n -
u(t) = %%0 - X(t) - nJ(t)ui (r) dr + ZI:) T uj (1) it E:
i=1
k t
=E§O_X(t)_2in:ﬂ e Eﬂr@ ®)

This equatio can be intuitivel interpreted as folles:
the conputed input rate is proportional, thgh the
coefficiert k/n, to the available queue nmo r°-x(t)
decreased b the number of cells releasd by each
connectiom during the last corresponding round tripng T;,
that is, the sm of “in flight” cells of all connections
sharing the queue.

that, if all banevidth is available for ABR trafé, it results
d(t)=1(t). The coexistene of ABR with (VBR + CBR)
traffic, which consmes the bandidth b(t), reduces the
available ABR bandavidth to d(t)=1t)-b(t)=0. By

defining by, = min {b(t)} it results
t
d(t) < 1(t) - by, = al(t) where a = (1-by,) <1.

Proposition 3: Control lav (5) guaranteeg(t)>0 for
t>max (Ti )+ 4t if the following condition is satisfied:
|
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By considering that the availableBR bandvidth d(t)
is an unkewn function such thatd(t) < a[(t) , with a<1,
the “worst case” distlr all(t) is assmed. By using the
controller (4), the transfer function fro the available
bandwidth d(t) to the queue leve(t) is

Xd(s) :-E+EE|L§€_T\S
D(s) s n s(s+k)i:1

which, for D(s) = 2, gives
S

n
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Let x (t) denote the ysteam response to the set point
r°. The gueue yhamics is

X(t) =% (t) + xg (t) =
=%§E—e"‘(“” Hit -T) -am ) + %D

5 BTy af-T)- - D)ae-m)
E K D

Remark 1:The queue yhamics (3) is characterized by ~ Which, for t > miax (i) +41 , becomes:

the time constan r =1/ k. Therefore the transient can be

considered exhausted after thediT;, = m_ax(Ti )+ 4r .
1

To guarantee high link utilizatiomipresene of the
disturb d(t), condition (2) has to be satisfied\ link
transmission capaciy nomalized to uniy is assmed, so

! Note thatu(t)=u(t) fori=1,n

n
X(t) = ro—EzTi _2
ng kK

By requiring that(t)>0, Proposition 3ollows.

Remark 2 Proposition 3 guarantees full utilization of

netvork links if each queue capacis at least equido the



number of “in flight” cells contained in a pipeith a round

n

trip delay S Ti/n+T1, that is, thamean of VG roundtrip
i=1

delays plus the ystem time constant k.

4. Smith’s principle for TCP internet protocol ?

The TCP protocoffor Intemet was degined to operate
reliably over amost aly transnissionmedium regardless of
transmission rate and propagation deld he introduction
of fiber optics is resultip in ever-highe transmission
speed and the fastest camunication paths ammoving out
of the danain for which TCP was originaly engineered
[16]. Nowadays, active researh is going on to extend the
domain of TCP operabiliy to high speed nebrks [16],
[17]. In this section, againn8th’s principle ispropose as
a ke tod for designing an enhancedow control
algorithm for internet.

TCP flow control mplements an end to end sliding
window control [18], [19]. There are two buffers one on
the send sidaith capaciy MaxSendBufferand one on the
receive sidewith capaciy MaxRcvBuffer The size of the
window setsthe anount d data that can be sewithout
waiting for acknavledgment fran the receiver.The TCP
on the receive sidmust keep

LastByteReceivedNextByteReasMaxRcvBuffer

to avoid overflow of its bufer. Then it advertises window
size of

Advertiseindow=
MaxRcvBuffer(LastByteReceive NextByteRegd

which represertt the amount of free space maaining in its
buffer. Note that thédvertisetindow can be considered
the equivalent of the quantitr°—x(t)) in eq. (5) é this
paper.TCP on the send sidenug satisfy the advertised
window it gets fran the receiver

(LastByteSeni_astByteAck<AdvertisedWindow (6)

Following equation (5), the control equation (6) can be
modified in

(LastByteSent_astByteAcksAdvertisedWindow

InPipeCells @)

This control equation guarantees raacket loss.
Therefore, the traffic due to retramissions is expected to
reduce drasticall improving the Goodput i.e. the
Throughput-RetransmissionTroughput.

5. Simulation results

In Fig. 5, four BR connectionsyhich shares a FIFO
bottleneck queuwith (VBR+CBR) traffic, are considered.

2 An extendedversion @ this section isvork in progress.

(VBR+CBR)

s2

(VBR+CBR)

Fig. 5. Network topolog and trdfic scenario

The connections are characterizegd & banevidth-
delay productof 10, 30, 60 and 120 cells, respectyel
Note that a bangidth-delay product ¢ 10 istypical of a
local area networKL AN), while one & 120 cellsis typical
of ametro or regionalwide area networKWAN). For s&e
of simplicity, it is assmed that eactABR source has the
same peak cell rate; nomalized to unig. The interaction
with quality constrained traffic (CBR+VBRis considered
by means of the the varying availabk bandvidth d(t)
whose tine wavefom is shavn in Fig. 6.A buffer capacity
r°=40 cells and a constant gaik=0.1/secare assmed.
Fig. 7 shavs the sm of all ABR input rates at the
bottlene& queue it can be noted that the steadtate value
of u capturesall availableABR banavidth; Fig. 8 shas
that the bottleneck queugrmbmics is boundedy r°, that
is, cell losses are avoided.

Conclusions

Smith’s principle has been proposed as @ tml for
designing congestion control algorith for ABR traffic in
ATM networks The presented algorith works in a
realistc scenario consisting ofmary ABR connections
which share available bawiith with VBR armd CBR
traffic. Simulation resuls shaov the efficieng of the
algoritm.  Finally, Smith’s principle is proposé to
improve theflow control d the TCP protocofor Internet.
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