
Streaming over Edge/UMTS ommerial ardsusing TCP and TFRC: an experimentalevaluation?Lua De Cio, Saverio MasoloDEE Politenio di Bari,Via Orabona 4, 70125 Bari, ItalyAbstrat Streaming videos over mobile phones is an emerging appli-ation. The TCP Friendly rate ontrol is urrently disussed within theIETF as a possible leading standard for streaming time-sensitive datasuh as audio and video over the Internet. The main feature of TFRC isthe rate ontrol that is aimed at smoothing the burstiness of TCP due toits window ontrol. In this paper we evaluate TCP versus TFRC using aommerial Edge/UMTS ard onneted to the publi Internet. We eval-uate and ompare inter-protool friendliness, smoothness and googdputof TCP versus TFRC. To the purpose a library has been developed ontop of the Web100 tools whih enables, through the use of a simple API,to log TCP variables in any appliation whih generates TCP �ows. Main�nding of this investigation is that both TCP and TFRC are not ableto use downlink bandwidth in the presene of reverse tra�, whih isan important working ondition suh as in the ase of peer-to-peer VoIPappliations.1 IntrodutionAudiovisual streaming is an emerging appliation in the odiern Internet. Ap-pliations that generate multimedia �ows often do not use ongestion ontrolshemes to adapt their rate in order to avoid ongestion ollapse and assureinternet stability. Several ongestion ontrol protools have been proposed inorder to transport multimedia �ows. A new trasport protool has to satisfy thefollowing requirements: i) the rate of generated �ows should be smooth, i.e. ratesshould exhibit ontained osillations in order to keep the reeiver bu�er as smallas possible; ii) it has to be TCP friendly i.e. ompeting TCP �ows should gainthe same long term throughput; iii) it has to be fair i.e. �ows using the sameongestion ontrol should gain the same long term throughput; iv) it has to beresponsive i.e. �ows should quikly reat to network onditions hanges.TFRC [1℄ is urrently been disussed within IETF as a possible leading stan-dard for streaming multimedia �ows.In this paper evaluate TFRC performanes versus TCP by aessing thepubli Internet using a ommerial UMTS ard.? The work has been supported by Finanial Tradeware Srl, Roma, Italy



The paper is organized as follows:In setion 2 we will brie�y desribe TCP Reno ongestion ontrol and TFRCbasis. Setion 3 desribes the tools we developed for experimental analysis . Insetion 4 we desribe the testbed used in our experiments and we report resultsobtained by live internet measurement using a ommerial UMTS ard providedby a teleom operator. Final setion reports onlusions and open issues.2 Related WorkThe version of the TCP (TCP NewReno) ongestion ontrol algorithm whihurrently implemented in TCP/IP staks is largely based on [2℄ and on its mod-i�ations. TCP ongestion ontrol is made of two main di�erent phases: theprobing phase and the dereasing phase. In the probing phase the hannel isprobed by exponentially inreasing the ongestion window (slow start phase)untill the slow start threshold is hit. At this point the ongestion window islinearly inreased (Additive Inrease or ongestion avoidane phase).The dereasing phase, also alledMultipliative Derease, is instead triggeredwhen a ongestion episode is experiened. TCP assumes that a ongestion takesplae when three dupliate aknowledgment pakets (3DUPAK) are reeivedby the sender or a timeout expires. When suh an event ours the ongestionwindow is halved in order to quikly reat to the ongestion episode.The pseudo ode of TCP is the following:1. On ACK reeption:� wnd is inreased aording to the Reno alogrithm2. When 3 DUPACKs are reeived:� ssthresh = max(2,wnd/2);� wnd = ssthresh;3. When oarse timeout expires:� ssthresh = 1;� wnd = 1;One of the main drawbaks of lassi TCP ongestion ontrol is experienedwhen aessing lossy links suh as 802.11b/g and 2G/3G netwok. In fat TCPtriggers the Multipliative Derease even if the loss is due to interferene on thewireless hannel and not to ongestion.The TCP Friendly Rate Control (TFRC) is a rate based ongestion on-trol algorithm whih has been reently proposed within IETF as the standardtransport protool for multimedia �ows. TFRC aims at obtaining a smooth ratedynamis along with ensuring friendliness towards Reno TCP [4℄. To providefriendliness, a TFRC sender emulates the long term behavior of a Reno on-netion using the equation model of the Reno throughput developed in [3℄. Inthis way, the TFRC sender omputes the transmission rate as a funtion of theaverage loss rate, whih is sent by the reeiver to the sender as feedbak report.



3 Issues in measuring TCP �ows performanesWhen onduting and olleting live internet experiments one of the most di�-ult task is to log TCP variables suh as ongestion window, slow start threshold,round trip time and so on. Sine TCP is implemented in the kernel of the op-erating system those variables are kept hidden to user spae appliation makingtheir logging an impossible task. In order to work around this issue researhershave proposed several solutions: instrumenting the kernel ode, developing TCPuser spae implementation [6℄ and using paket sni�ers along with tptraeappliation [7℄. Eah of these solutions are not well suited beause it is di�ultto validate instrumented implementations and it is even more di�ult to verifya user spae TCP implementation.In [5℄ authors desribe a new and less intrusive solution whih onsists of akernel path and a library (libweb100) whih exposes to the user spae vari-ables of eah TCP �ow. The interfae between kernel-spae and user-spae is thevirtual pro �lesystem where statistis about �ow are kept. Eah �ow is assoi-ated to a �le in /pro/web100/CID where CID is a number inremented on theestabilishment of a new TCP �ow. In order to log a TCP �ow, it is neessaryto know the CID and then it is possible to use one of the web100 tools (i.e.readvars) in a loop. This is a really di�ult task beause the CID is not knownand the user has to manually �nd the CID mathing the right onnetion.WAD (Work Around Daemon) [8℄ is a daemon whih depends on libweb100.Is is written in python language and logs variables mathing a de�ned pattern.However WAD is a standalone appliation and it an't be integrated in existingappliations (say iperf) in order to have a self ontained tool whih automati-ally produes log �les.Here we propose a library we developed whih is able to overome the afore-mentioned issues. The library depends on libweb100, it is written in C languageusing glib and it is shipped with a very simple API (Appliation Program In-terfae) in order to be easily integrated in existing appliations.

Figure 1. TCP Stats framework



In order to use the library it is su�ient to use the following C funtion:gboolean init_tpstats(onst ghar *lport_token, gint sfreq);This funtion initializes the tpstats internal thread whih automatially logsall �ows whih math the lport_token string reating a �le tp_<CID>_<timestamp>.txtwhere CID is the onnetion ID and timestamp is the UNIX timestamp of the�rst data logged. lport_token is the loal port to listen, a range of ports or alist of ports (for further details see the doumentation). Moreover it is possibleto set the ongestion ontrol algorithm using the following funtion:set_ongestion_ontrol (gint ong)Integrating the library in an existing applitation is as easy as alling init_tpstats()and linking the appliation to libnetmes (see library doumentation for furtherdetails).We used libnetmes in our tests after integrating it in iperf. In this was weprovide a omplete tool whih automatially logs its generated TCP �ows. Webelieve that promoting the use of this library will allow researhers to produehomogeneous logs. The arhiteture measurement Framework arhitehture isdepited in Figure 1.4 Testbed, senarios and resultsIn order to generate TCP �ows we used iperf whih has been modi�ed toinorporate libnetmes and to produe logs automatially. As for the TFRC�ows we used experimental ode [11℄ at sender and reeiver side.The sender is loated at university of Uppsala (Sweden) and the reeiver,whih is loated in Bari, Italy, is aessing the publi Internet using a ommer-ial UMTS ard by TIM. Eah protools have been tested (see �gure 2) in threedi�erent senarios: i) single onnetion without reverse tra�; ii) single onne-tion with reverse tra�; iii) one TFRC �ow sharing the link with one TCP �ow.We have measured goodputs and burstiness.The burstiness index [13℄ has been measured using the following index ofburstiness: b = �(r)E [r℄ (1)where �(r) represents the standard deviation of the reeived rate and E [r℄ isthe average value.In the following subsetions we report all results obtained arrying out thetests.4.1 Single onnetion without reverse tra�In this setion we desribe results obtained when a single TCP or TFRC onne-tion uses the UMTS downlink. Figure 3 depits reeived goodput measurement



Internet Wired UMTS MOBILE
PHONE

sources
TFRC

sources
TCP

sinks
TCP

sinks
TCP

sinks
TFRC

sources
TCP

Forward Traffic

Reverse Traffic

UPPSALA

Figure 2. Experimental testbedof eah test. It is worth notiing that, nor TCP neither TFRC, reah the nominaldownlink apaity of 384Kbps. This is an expeted behaviour for TCP �ows overwireless link as long as its ongestion ontrol an't distinguish between losses dueto ongestion episodes or due to wireless hannel interferene. Similar results areobtained using TFRC ongestion ontrol algorithm.Figure 4 depits the TCP and TFRC reeived throughput during two onse-utive tests. Both protools show remarkable osillations in throughput. Moreoverit is worth notiing that the TFRC transient is long (approximately 20s) if om-pared to the TCP transient time. It seems that using TFRC for video streamingin UMTS senarios would require a longer bu�ering phase if ompared to TCPbehaviour.We have obtained similar results by repeating the experiments many timesover di�erent days.
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(b)Figure 4. TCP (a) or TFRC (b) istantaneous throughput without reverse tra�4.2 Single onnetion with reverse tra�In this senario the TCP and TFRC have been tested in presene of homogeneousreverse tra� in order to evaluate if the protools are sensitive to ongestion onthe bakward path. For what onerns TCP, we run iperf in bidiretional modeon both the UMTS lient in Bari and at Uppsala, whereas to test TFRC in thissenario we run sender and reeiver on UMTS lient and Uppsala, respetively.By omparing Figure 5, whih has been obtained measuring goodputs in thepresent senario, and Figure 3, we an notie that goodputs su�er a dramatidrop when using TCP or TFRC in presene of reverse tra�. This results arequite disappointing if an UMTS onnetion has to be used in a peer to peer sys-tem suh as in the ase of VoIP appliations where a bidiretional ommuniationis set up.In Figure 6 istantaneous rates of a TCP and TFRC �ows are reported. Resultsobtained here are onsistent to what have been shown about TCP behaviour inpresene of the ak ompression phenomena. Moreover TFRC exhibits a verylong transient period and a very low link utilization in the presene of TFRCreverse tra�.4.3 One TFRC �ow and one TCP �ow sharing the downlinkHere we ollet results obtained when one TCP and one TFRC �ow are presenton the UMTS downlink. Examinating Figure 7 (a) we an notie that thethroughput of eah onnetion is not a�eted from the other �ow and the down-link apaity is not underutilized. In order to produe a quantitative measure-ment of the inter-protool fairness we evaluated the Jain Fairness Index [12℄,



0

500

1000

1500

2000

2500

3000

3500

4000

4500

5000

5500

go
od

pu
t (

by
te

/s
)

TCP vs TFRC w/ reverse traffic

TCP
TFRC

Figure 5. TCP vs TFRC goodputs with reverse tra�

0 20 40 60 80 100 120
0  

5000

10000

15000

20000

25000

30000

35000

40000

time (s)

th
ro

ug
hp

ut
 (

by
te

/s
)

(a) 0 20 40 60 80 100 120
0  

5000

10000

15000

20000

25000

30000

35000

40000

time (s)

th
ro

ug
hp

ut
 (

by
te

/s
)

(b)Figure 6. TCP (a) vs TFRC (b) istantaneous throughput in the presene of reversetra�



0

0.5

1

1.5

2

2.5
x 10

4

go
od

pu
t (

by
te

/s
)

Parallel TCP and TFRC connections

TFRC
TCP

(a)

0 5 10 15 20 25
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Ja
in

 F
ai

rn
es

s 
In

de
x

(b)Figure 7. TCP and TFRC aessing the same link (a). Jain fairness index (b)
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(b)Figure 8. TCP (a) and TFRC (b) istantaneous throughput when simultaneously a-essing the linkde�ned as follows: JFI = (Pni=1 bi)2nPni=1 b2iwhere n is the number of �ows on the link and bi is the goodput ahieved by ithonnetion. Figure 7 (b) shows fairness indies whih are near to the maximumavalue of 1 in most of the tests.Figure 8 shows istantaneous throughput of a TCP �ow and a TFRC �owwhih simultaneously aess the UMTS link. It is worth notiing that even if thehannel utilization is quite good eah �ow exhibits pronouned osillations.4.4 Burstiness evaluation and mean goodputsHere we summarize values of the burstiness indies evaluated using (1) for se-leted �ows in eah senarios. As we an see looking at Figure 9, burstiness indexvalues are similar for eah protool in eah of the three senarios we have tested.In other terms TFRC doesn't produe smoother �ows ompared to TCP �owsin eah of the tested senarios. Moreover both protools behave better whenaessing the UMTS downlink without reverse tra�. The worst ondition isexperiened when the bakward path is ongested.Figure 10 shows average goodputs ahieved by TFRC and TCP in onsideredsenarios.
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